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Abstract

In this essay, we first introduce the small world phenomena. After
that, we use the package ”networkx” [1] and the greedy algorithm to find
the path. Finally, the simulation is applied to reveal the relationship
between the algorithm time consumption and the clustering coefficient.
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1 Introduction of the problem

1.1 Small World Phenomena

In 1967, Milgram completed his famous sociological small world experi-
ment[3], revealing that we are much closer to a stranger than we think. More
specifically, randomly take two people on the planet, averagely we only need
5.5 mediators to get in touch with each other. The picture below gives an
example of a possible path.

Figure 1: One possible path in the small world experiment

In conclusion, short paths are ubiquitous in the real world. Then a natural
question arises: how can we find such paths? In section 2, we will provide an
algorithm to solve it.
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1.2 From the Reality to the Network

Think of every person on the planet as a node. If two people know each
other, use a bilateral edge to connect the nodes of those two people so that we
can get a social network. A natural thought is that once we can fully build
such a network, we might be able to pinpoint the distance between any two
people. However, building such an explicit network is impossible. There are
at least three reasons:

• store a network with so many nodes and edges is expensive;

• people are socializing and making new friends any time and any where,
and the network cannot give real-time feedback;

• we do not care about the exact distance of two picked people. Instead, we
focus more on the average distance between two people and the existing
path.

Therefore, we need to build a network that has the following features. On
the one hand, its construction rules should be as simple as possible, which
makes it convenient for us to study the behavior of different scales. On the
other hand, the simple structure network can be combined with the small world
phenomenon, which means existing a solid interpretation.

2 The construction of the Network and the
Greedy Algorithm

2.1 The construction of the Network

We derives a network below from an 𝑛 × 𝑛 lattice with two kinds of edges
to meet the requirement.
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Figure 2: The built network[2]

• The former we call it directed short-range edge. For each node, say 𝑢,
has a short-range connection to its nearest neighbors, say 𝑎, 𝑏, 𝑐, 𝑑.

• The latter we call it directed long-range edge. For each node, say 𝑢, has
a probability proportional to 𝑑(𝑢, 𝑣)−𝑟 to be connected to a randomly
chosen node 𝑣, where 𝑟 is the fixed clustering coefficient and 𝑑(𝑢, 𝑣)
denotes the Manhattan distance of 𝑢 and 𝑣.

To continue, we need to provide a more precise definition. In the above 𝑛 × 𝑛
network {(𝑖, 𝑗) ∶ 𝑖 ∈ {1, 2, … , 𝑛}, 𝑗 ∈ {1, 2, … , 𝑛}}, the distance between any
two nodes 𝑢(𝑖, 𝑗) and 𝑣(𝑘, 𝑙) is defined as 𝑑(𝑢, 𝑣) = |𝑘 − 𝑖| + |𝑙 − 𝑗|. Moreover,
we introduce two universal parameters, 𝑝, and 𝑞. The node 𝑢 has a directed
short-range edge to its nearest neighbors with distance 𝑝. In figure 2, 𝑝 = 1.
Besides that, The nodes 𝑢 will have 𝑞 directed long-range edges. In figure 2,
𝑞 = 1.

Now the problem becomes that for the selected target node 𝑣, how to
find the shortest path from the specified node 𝑢. We will propose a greedy
algorithm to solve the question in next section.
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2.2 the Greedy Algorithm

Algorithm 1 The greedy algorithm
Input: 𝑛, 𝑝, 𝑞, 𝑟, 𝑢, 𝑣

1: Create 𝜔 and 𝑆𝑡𝑒𝑚𝑝.
2: while 𝑢 ≠ 𝑣 do
3: Find the short-range connections to 𝑢′𝑠 nearest neighbors according to

parameter 𝑝 and add the nodes to the set 𝑆𝑡𝑒𝑚𝑝.
4: Find the long-range connections to 𝑢 according to parameter 𝑞 and add

the nodes to the set 𝑆𝑡𝑒𝑚𝑝 again.
5: 𝜔 ← 𝑡ℎ𝑒 𝑛𝑜𝑑𝑒 𝑖𝑛 𝑆𝑡𝑒𝑚𝑝 𝑤𝑖𝑡ℎ 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑣.
6: if 𝜔 ≠ 𝑣 then
7: Add 𝜔 to 𝑆.
8: 𝑢 ← 𝜔.
9: clear 𝑆𝑡𝑒𝑚𝑝.

10: end if
11: end while
Output: 𝑆

The input parameters have already been explained in section 2.1. Notice
that 𝑢 always gets closer to 𝑣 after each circulation we know that the algo-
rithm must converge eventually. We know that the greedy algorithm obtains
an optimal local solution, but the locally optimal solution is not always the
optimal global solution. However, here we do not care whether we get global
optimal or not due to the following reasons:

• it is almost impossible to get a global optimal;

• even if we could get a global optimal, it is not affordable;

• we get local optimal with very little time and space complexity compared
to global optimal, and we are happy to lose a little accuracy in exchange
for a huge increase in efficiency.

In next section, we will find the relationship between the time cost of the
algorithm and the clustering coefficient.
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3 Simulation of the Greedy Algorithm

The primary figure of merit is its expected cost time 𝑇, which represents
the expected number of steps from the specified node 𝑢 to the target node
𝑣. The greedy algorithm use only local information. Compared with a global
knowledge of all connections in the network, the shortest path can be found
very simply.

Now we set 𝑛 = 20000, 𝑢 = (1, 1), 𝑣 = (20000, 20000), 𝑝 = 2, 𝑞 = 2.
We want to find the relationship between expected cost time 𝑇 and clustering
coefficient 𝑟. Let 𝑟 increase from 0 by 0.1 to 2.5 and record the cost time 𝑇 of
each 𝑟. We can get the following picture.

Figure 3: The relationship between clustering exponent 𝑟and 𝑙𝑛𝑇
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